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ABSTRACT

Previous scholarship has hypothesised a global correlation between marriage age, 
premarital service in husbandry, the extent to which marriage coincided with the 
assumption of household headship, and the nuclear household structure. According to 
John Hajnal, these were the axial principles of historical household formation systems. 
However, whether such correlations apply universally across Europe remains uncertain. 
We test this possibility by applying both global and local (geographically weighted) 
measures of correlation to data for 256 rural populations from historic Europe. We 
demonstrate that the local correlations diverge considerably from the global results. The 
mutual associations between household formation markers exhibit considerable spatial 
drifts or important spatial gradients, and the numbers of the joint combinations of these 
associations far exceed those predicted by Hajnal. We conclude by arguing that the 
global relationship patterns that Hajnal promoted may lead to incorrect interpretations 
of historical family systems, and may detract from our understanding of their actual 
mechanics.

Keywords: spatial nonstationarity; household formation; family systems; census 
microdata; historical demography; spatial analysis; geographically weighted correlation
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1. INTRODUCTION AND BACKGROUND

Most physical processes are the same irrespective of their specific location, but human 
and social processes may not be constant over space (e.g., Fotheringham et al., 2002; 
Matthews and Parker 2013; Weeks 2004; Howell et al. 2016; Anselin and Rey 2010; 
Siordia and Matthews 2016). Such variance in statistical relationships as a function of 
geographical location is known as spatial non-stationarity. This concept refers to a 
situation in which associations among variables unfold variously across a study area, 
and are different in some places than they are in other places (Brunsdon et al. 1996; 
Fotheringham 1997; Siorda et al. 2012). Accordingly, any relationship that is not stationary 
over space will not be well-represented by a global statistic that could be very misleading 
locally (Fotheringham et al. 2002, 9; Lloyd 2011). Historical demographic literature has 
long been haunted by such a possibility.1 Recently, there has been a wave of scholarship 
providing evidence of spatially dependent relationships between demographic variables 
in both contemporary and historical settings (Isik and Pinarcioglu 2006; Yang et al. 2013; 
Klüsener 2015; Vitali and Billari 2017; Szołtysek et al. 2019).

In this paper, we contribute to this agenda by providing the first spatially explicit 
exploration of John Hajnal’s seminal household formation thesis (1982)2. Hajnal’s model 
is one of the most pervasive of its kind, and nearly 40 years since its inception, it is still 
being used, applied, and discussed (e.g., Alter 2013; Wrigley 2014; Engelen and Wolf 
2015; Van Zanden et al. 2019; Szołtysek and Ogórek 2020). Its major contribution was 
providing a general framework linking marriage, premarital service in husbandry, and 
the extent to which marriage coincided with the assumption of household headship by 
the husband; i.e., the axial principles of household formation throughout historic Eurasia. 
It was widely believed that these markers were interdependent, and that the mutual 
rise or fall in their values led to the emergence of the “simple household systems” in 
north-western Europe and Scandinavia, and the “joint (complex/grand) family systems” 
in eastern Europe and Asia (Hajnal 1982, 450, 453, 473, 478).

By furnishing a “necessary” link between service, marriage, headship, and household 
structure, Hajnal’s paper laid the groundwork for a popular, if implicit, set of beliefs: 
namely, that the proportion of nuclear households inevitably increases as the age at 
marriage and the incidence of service rise and the time span between marriage and 
headship decreases; that the age at marriage tends to increase when the incidence of 
service increases; and that both the age at marriage and the incidence of service rise as 
the link between marriage and becoming a household head tightens (Smith 1981a, 1981b; 
Laslett 1983; Wrigley 2014, 18-21; Alter 2013; cf. Rowland 2002, 68-69; Hartman 2004; 
Engelen and Wolf 2005, 25-26).

The notion that all of Hajnal’s household formation markers were generally well-
correlated has been powerfully shaped by expectations derived from the well-researched 
preindustrial English case. Indeed, in that context, new households were formed 
neolocally; individuals tended to delay marriage by engaging in premarital service; 
high marital ages helped the service sector to flourish by supplying large numbers of 
unmarried teenagers and young adults to enter it; and the existence of a service labour 
market allowed nuclear households to adjust their labour needs without recourse to kin 
(Hajnal 1982, 455; Laslett 1977; Kussmaul 1981; Smith 1981a, 108; 1990; Macfarlane 1986; 

1  Recall, for example, the seminal European Princeton Fertility Project, which found that historical fertility transitions occurred 
under remarkably diverse socio-economic and demographic conditions across European provinces (Coale and Watkins 1986).

2  An abridged, and slightly changed version of the 1982 paper was published under the same title in Wall and Robin (1983). 
For the sake of conceptual clarity, this paper sticks as closely as possible to Hajnal’s original formulation of household formation 
rules (1982), and needs to be distinguished from continuing explorations of what has come to be known as the “European Marriage 
Pattern” (EMP) (Hajnal 1965; Dennison and Ogilvie 2014; Carmichael et al. 2016; Foreman-Peck and Zhou 2018). Despite some 
inevitable affinity between these ideas, Hajnal’s marriage system theory (1965) referred to a neo-Malthusian model involving late 
marriage for women and high proportions of women never marrying, and as such needs to be treated separately. 
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Smith 1993; Woods 2004, 382; Hartman 2004; Wrigley 2014, 18-21; Hinde 1990, 86-87; 
Woods and Hinde 1985; Wrigley 1981, 219; also Klep 2005; Alter 2013)3. 

However, given that the data needed to prove the general validity of this model 
were patchy at the time when Hajnal wrote his paper, the question of whether the links 
that he posited would hold universally across Europe remained open. In this paper, we 
set out to explore this issue by seeking to answer five interrelated questions: Are the 
four characteristics of household formation – namely, marriage, service, headship, and 
nuclear household traits – indeed correlated across Europe? Can these correlations be 
considered constant over space? What are the local correlations; i.e., do these household 
formation markers display the same associations everywhere across the study area, or is 
there evidence that the relationships between them are spatially dependent? If spatial 
non-stationarity is at stake, what possible combinations of the relationships between 
household formation markers can be observed? And, finally, what implications would 
this heterogeneity have for our broader understanding of historical family systems?

To provide answers to these questions, we apply historical census microdata similar 
to those that Hajnal himself relied on, but in far greater quantities, and use them to 
operationalise the four markers of his household formation rules for 256 regional 
rural populations from Catalonia to western Siberia. Although scholars have become 
increasingly suspicious of Hajnal’s household formation thesis, most of the empirical 
counter-evidence either remains confined to extensive case studies, or is derived from 
small-scale analyses (cf. Szołtysek & Ogórek 2020). While our own data are not without 
problems (see below), the spatially wide-ranging approach to re-examining Hajnal’s 
thesis they facilitate is the first novelty of this study.

The second novelty is that we provide the first empirical assessment of the mutual 
correlations between the four household formation markers. Most of the existing 
Hajnal-inspired literature has focused on how particular populations fit his typology in 
terms of the combined presence (or levels) of the specific household formation traits 
(e.g., Smith 1993; Barbagli 1991; Szołtysek and Ogórek 2020). However, Hajnal’s second 
crucial assumption that the four demographic traits would rise or fall together with 
global regularities has barely been tested. This claim is ripe for reconsideration with 

“big data” and rigorous methodologies, especially given that since shortly after it was 
first proposed, Hajnal’s view has been challenged by some troubling counterexamples 
(esp. from Italy) showing that his markers may not always covary in the ways he posited 
(Barbagli 1991; Rowland 2002, 66–69; Kertzer 1991a, 1991b, 247; Kertzer and Brettel 1987; 
also Manfredini 2016). While it would be inadvisable to attempt to use these (oftentimes 
circumstantial) testimonies as the basis for discrediting the general validity of Hajnal’s 
interdependence thesis, even this small amount of counterevidence presents us with one 
of historical demography’s most intriguing puzzles, which merits exploration with more 
comprehensive data and methodology frameworks than have previously been applied.

The third novelty is that we take the possibility that there are place-specific 
relationships between Hajnalian markers into account by applying spatially sensitive 
methodology based on the Geographically Weighted Spearman’s rank order correlation 
(GWrho) (Fotheringham et al. 2002; also Klüsener 2015). In contrast to the global 
measures of correlation, which assume that the relationships between variables are 
spatially constant, the geographically weighted approach provides a local version of the 
correlation statistics by computing correlation coefficients for each geographic location 
in the data (e.g., each region) based on the concept of geographical weighting. This 
provides us with significant new insights into the extent to which conventional (global) 
correlations hide important local variations in the relationships among the focal variables.

3  The joint family system was principally meant to represent a counterpoint to the “western”/English model, and the very 
scanty data from other parts of the world that Hajnal was able to assemble (1982, 455) seemed to conform to this view.
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2. EMPIRICAL METHODOLOGY

2.1. DATA SCOPE AND QUALITY

In his paper, Hajnal declared his intention to deal with “the seventeenth and eighteenth 
centuries” (1982, 450) in order to capture populations that were – as the paper’s title 
suggested – “preindustrial”. It is, however, clear that his notion of “preindustrial” was 
more generic than specific, as he supported his model with data derived from societies 
widely separated in time: i.e., he compared 17th-18th-century Iceland, Denmark, the Low 
Countries and early modern England with late medieval Italy, 19th-century Russia, and 
even early 20th-century China and India (Hajnal 1982, 455, also 483-485). This made 
sense given that Hajnal considered his model to be applicable to societies that “were 
both demographically and economically ‘traditional’”: i.e., that had   a “young” age 
composition (“something like 43 or more per cent of the population under age 20”), high 
fertility, and mortality rates; and that were based on households acting as “housekeeping” 
(production) units (Hajnal 1982, 450).

While Hajnal’s hesitancy to identify the precise time frame he was using in his analysis 
was caused by the scanty and geographically dispersed data he had to rely on (1982, 
483-485), it led other scholars to piggyback on non-standard chronology when testing 
his model4. Yet 40 years after Hajnal’s paper appeared, obtaining large-scale European 
comparative data that would be unambiguously suitable for evaluating his thesis remains 
a challenge. Although massive quantities of historical microdata have been identified 
and digitised in recent years (Ruggles 2012; Szołtysek and Gruber, 2016), an ideal data 
structure for the reconstruction of historical household formation patterns for the whole 
of 17th- or 18th-century Europe does not yet exist, and is unlikely to become available in 
the future5. 

In this paper, we take stock of the largest public use collections of European historical 
census and census-like listings currently available, which come from the North Atlantic 
Population Project (NAPP) and the Mosaic project (Szołtysek and Gruber 2016; Szołtysek 
and Poniat 2018; Ruggles et al. 2011)6. Comprised of full-count national censuses, as well 
as regional fragments of censuses, list of parishioners, and tax and estate surveys, all of 
these listings are congruent in terms of their structure and the type of information they 
provide. They all group individuals into clearly defined residence units in conformity with 
Laslett’s widely accepted notion of the “coresident domestic groups” (housefuls)7, and 
provide a core set of common variables, including information about each individual’s 
relationship to the household head, age, sex, and marital status. While there may be some 
slight normative differences between some of the censuses used, these discrepancies 
have almost no impact on the household formation markers as defined in this paper8. 

4  For example, in order to fit the North American colonial populations into Hajnal’s dual typology, Smith (1993) compared 
medieval Tuscany, early 19th-century Denmark, and the US census of 1900. The Mediterranean scholarship that was believed to 
have “buried” Hajnal’s household formation model (Kertzer 1991b, 247) merged information from the 18th, 19th, and even the early 
20th centuries (see Barbagli 1991; Rowland 2002).

5  Laslett’s seminal “English sample of 64 (100) settlements”, which itself covered the1574-1821 period, is still not available in 
a digitised form (Wall et al. 2004).

6  See www.censusmosaic.org; https://www.nappdata.org/napp/. For convenience, we refer to our database as covering 
Europe, whereas in fact a very small number of data points from Asiatic Russia (i.e., in western Siberia) are also included.

7  Henceforth, the term “housefuls” is used interchangeably with “households””; although the latter are always understood 
in that former, broader sense.    

8  Unlike in Mosaic, some lodgers in the British and the Swedish censuses may have occasionally been treated as separate 
units by enumerators (Schürer et al. 2018; https://international.ipums.org/international-action/sample_details/country/se). 
However, the marriage and service markers as defined here (see below) are largely robust to the potential ambiguity of household/
houseful borders. The majority of the Mosaic data, as well the British census data, were drawn from de facto enumerations; but the 
NAPP listings of Denmark, Iceland, and Norway applied de iure criteria. Across all of our data, any units representing institutions 
rather than family domestic groups were excluded from the analysis.  

https://international.ipums.org/international-action/sample_details/country/se
www.censusmosaic.org
https://www.nappdata.org/napp/
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Since Hajnal related his paper to rural populations (1982, 450-451), a rural dataset was 
derived9. In Mosaic, regions were divided by default into rural and urban categories based 
on the information provided in the listings. For the NAPP data, the official NAPP/IPUMS 
rules were followed. These rules identified rural populations based either on the legal 
status of a settlement (as in Denmark or Norway), or the settlement’s population density 
(as in Great Britain; see more in section A1 of the supplementary material)10. Neither of 
those definitions prescribed that all of the individuals in such places must be engaged in 
the primary sector, although in the majority of the settlements identified in the Mosaic 
data, this was usually the case.

In order to conduct our analysis at the comparative meso-regional level, the microdata 
from 21,559 rural parishes, sub-parishes or communes in the NAPP were aggregated 
into 150 administrative units that were used in each respective census, and that were 
considered by the NAPP (generally counties). Accordingly, over 4500 separate Mosaic 
locations (settlements; parishes; estates) were agglomerated into 106 regions that 
correspond either to their respective administrative units (usually also counties), or to 
geographical clusters in the absence of applicable administrative units11.  

Overall, our datafile contains 256 such rural populations, all georeferenced12. This 
dataset captures a large share of the European variation in terms of familial, demographic, 
and kinship structures. It includes strictly nuclear/neolocal as well as joint family societies, 
populations with early and late marriage, as well as societies in which life-cycle service 
was both ubiquitous and rare. By incorporating historical Siberian data, it also covers 
both the “European” and the “non-European” patterns that Hajnal alluded to (Hajnal 
1982). Altogether, our dataset represents a suitable testbed for exploring Hajnal’s model 
of household formation. 

Nevertheless, this dataset is not without problems. Only 58 of the 256 regional 
populations date from before 1800 (22.7 per cent), and their geographical distribution 
tends to be biased towards eastern and south-eastern Europe, as well Scandinavia. The 
other 17.6 per cent of the regional populations (N=45) are from the 1800-1850 period, 
while the remaining 59.8 per cent (mostly Great Britain) date from the post-1851 period 
(see Figure 1). Thus, the limited 17-18th century data used are geographically clustered, 
while a large share of the populations in the data from what Hajnal might term the 

“heartland” of the north-western European household formation pattern (esp. England, 
Wales, and Scotland) come from time periods when the industrial urban revolution was 
well underway.

However unfortunate this mixing of time periods may be, it is virtually inescapable 
given the availability of digitised data. Nonetheless, from the vantage point of testing 
Hajnal’s model, what matters more than the temporal imbalances across our data is that 
the absolute majority of the data fit well within Hajnal’s own notion of “demographically 
premodern” societies. First, most of the regions exhibited a “young age structure” as 
defined in the 1982 paper (1982, 450): i.e., in 197 out of the 256 regions, the share of the 
population under age 20 was 43 per cent or higher (and a further 20 regions fulfilled 

9  In choosing the NAPP data, we gave preference to the oldest available censuses for Iceland, Denmark, Norway (18th to 
early 19th centuries), and England (with Wales) (1851); while the earliest NAPP data for Sweden came from the late 19th century 
(1880). The data for Scotland came from 1881 instead of 1851, because for the latter census it was impossible to derive a rural 
dataset. Except for England, for which we employed a 10-per cent sample, we used 100-per cent samples. All other data from Great 
Britain represented 100-per cent samples.

10  https://www.nappdata.org/napp-action/variables/URBAN#comparability_section. 
11 An effect of combining full-count censuses (or samples of thereof) with local/regional listings from Mosaic is that there 

is a considerable range in unit sizes, with 20 per cent of the regions containing fewer than 1000 households. However, there is no 
evidence that for any of the variables we analyse here, these smaller units (N=58) differ substantially from the rest of the collection 
(see more in section A2 of the supplementary material). It should also be noted that three of the four markers employed in this 
paper are not household-level, but individual-level age-specific measures known to be less subject to stochastic variations than 
crude measures of household structure (Ruggles 2012, 431-32). Any remaining biases in this regard are generally mitigated by our 
reliance on Spearman’s rank order correlation which is robust to the presence of strong outliers in the tails of the data distributions. 

12  Altogether, our database comprises 11,784,850 persons living in 2,568,908 family households. 

https://www.nappdata.org/napp-action/variables/URBAN#comparability_section


9

Hajnal’s “criterion” chronologically)13. Second, in the overwhelming majority of our 
regions (240/256), the populations had not experienced the onset of a monotonic fertility 
decline. This was the case not only for the populations covered by the relatively late 
British and Swedish censuses, but also for the populations covered by the chronologically 
most recent listings (i.e., Albania in 1918; Siberia in 1926) (see more in section A3 of the 
supplementary material).

Admittedly, a similar generalisation about the “economically premodern” nature of 
all of our rural populations cannot be made (comp. Hajnal 1982, 477-79). While little can 
be done to escape this limitation, a partial solution to this problem is discussed in the 
Sensitivity section.

Although the scope of the Mosaic/NAPP data outweighs all preceding efforts to create 
a European family history dataset, some important areas are still missing, particularly in 
Italy and the Iberian peninsula (except Catalonia). However, given that Mediterranean 
scholars have long claimed that there was no straightforward association between any 
of the Hajnalian markers in those areas (e.g. Barbagli 1991; Rowland 2002), there are 
good reasons to expect that filling this gap would only strengthen our results14.

2.1.1 Operationalisation of Hajnal’s household formation markers

Hajnal’s four household formation markers are operiationalised by means of variables 
pertaining to the incidence of premarital service, marital age, the marriage-headship 
nexus, and the share of nuclear households (comp. Smith 1993, 330; Smith 1981b, 600). 

Service: Hajnal was interested in agriculture-related farm service in rural areas (1982, 
470, 473). In our database, the male population reflects this type of activity better than 
the female population, most of who were domestic labourers15. First, we calculated 
the proportion of unmarried male servants among unmarried men in four consecutive 
quinquennial age groups (15-19, 20-24, 25-29, 30-34) representing a typical life-cycle 
distribution of service. In order to capture the pre-marital aspect of service (Hajnal 1982, 
471), instead of choosing one particular age bracket for all populations, the value of the 
variable was derived for each region depending on that region’s corresponding value of 
the male mean age at marriage16. The following principle was applied: when the value 
of the SMAM in a given region was higher than the midpoint of the five-year age-group 
(i.e. 17.5, 22.5, 27.5, 32.5 years), the share of servants from the very same  age group was 
considered to compute the variable. When SMAM was lower than that midpoint value, 
the share of servants from the previous class was applied. Note, however, that because 
the male service variable is not without problems (see section 4 below; also section A4 
of the supplementary material), alternative specifications of the correlations based on 
female rather than male variables are also explored (see the Sensitivity section). 

Age at marriage: The age at marriage is calculated using Hajnal’s formula for the 
singulate mean age at marriage (SMAM) (Hajnal 1953). Given that we computed the 
service variable for men, we did the same for the SMAM. While there are obviously 

13  Obviously, this a very crude measure, which could, in some instances, heavily depend on life expectancy differentials.
14  The four French regions, while obviously small in number, represent census listings from 1846 and 1841 for 30 villages 

scattered across 28 départements of France. One-third of the villages in the data come from the collection developed by Louis 
Henry for the reconstruction of the population of France from 1670 to 1829 (all in northern France), and the remaining villages in 
the data are extensions into other areas.

15  Following the approach used by Hajnal and the Cambridge Group, “servants” were identified using the “relationship to 
head of household” variable, which was based on the official NAPP/Mosaic coding scheme that was applied uniformly to all our 
data. In the information on occupational terms – which was, however, available, for only a portion of our datafiles – the absolute 
majority of these men were just called “servants”, or were denoted as farm workers and agricultural labourers (see more in section 
A4 of the supplementary material). For various contexts of female service employment in preindustrial Europe, see, e.g., Whittle 
(2017).

16  The measure of the mean age at marriage used for this purpose was the singulate mean age at marriage (SMAM; see 
below).
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other aspects worth considering when studying nuptiality regimes besides the age at 
marriage (Schofield 1985; Engelen and Kok 2003), the SMAM remains the most widely 
used census-based measure of nuptiality, and it is the one Hajnal himself referred to 
when setting up his model (1982, 552, and ft. 6 p. 486; also Murphy 2014, 260; Schürer 
et al. 2018).

Marriage-headship nexus: Hajnal proposed measuring the relationship between 
marriage and headship attainment by a visual comparison of the age-specific curves 
of ever-married men, and the respective proportion of ever-married male heads in a 
population (Hajnal 1982, 464-466). To deal with the large number of populations being 
considered, Hajnal’s idea was developed into a synthetic measure called the cumulative 
marriage headship difference (CMHD). Like Hajnal, we start from the two curves, with 
the area under the proportion of the ever-married curve representing the mean number 
of years lived as ever-married by an individual in a region, and the area under the 
proportion of the ever-married heads curve representing the mean number of years lived 
as the ever-married household head17. Strictly speaking, the computation of the CMHD 
proceeds by approximating the areas under the two curves by means of the trapezoidal 
rule, and then subtracting them from each other. The result can be understood as the 
average time that elapsed from getting married to the attainment of headship in the 
20–40 age groups18. 

Proportion of simple families: To capture the distinction between simple and 
complex family households, we followed Hajnal (1982, 451) and used the regional share 
of nuclear households (the Hammel-Laslett classification). Ideally, allowances should be 
made to account for some types of stem families in Hajnal’s typology (Hajnal 1982, 486, 
ft. 8; Engelen and Wolf 2005, 16–18; Szołtysek 2015). However, an empirical distinction 
between different forms of stem families was not made by Hajnal, and it is not workable 
with cross-sectional census data alone (Berkner 1972; Szołtysek 2016; also Wachter et al. 
1978, 29–42)19. While our focus on nuclear families represents a necessary compromise 
on this issue, it is hardly far-fetched. Stem family formations have been characterised 
as a historical “nullity” in the heartland of the “Northwest European simple household 
system” (i.e., England), as well as in other parts of north-western Europe covered by our 
data (Laslett 1977; Wachter et al. 1978). Moreover, at least some of the nuclear families 
we have captured may represent domestic groups who had already passed the stage of 
multigenerational coresidence of a stem family type (i.e., the parents had already died).

Figure 2 presents a descriptive mapping of the four variables just described. At 
the most general level, a contrast can be seen in the relative occurrence of household 
formation markers between the broadly defined north-western and western parts of 
Europe, and the eastern and south-eastern portions of our data. However, a closer look 
reveals that the data for the eastern zone are far from uniform for all but one of the 
variables (service). For example, populations with marriage-headship patterns or levels 
of household simplification or late marriage similar to those of populations in north-
western and western Europe are shown to be present in various areas of east-central, 
south-eastern, and eastern Europe; and even in Siberia. 

17  Given that the marital ages among the men in our dataset ranged from the twenties to the mid-thirties, and that for the 
majority of our populations, male headship rates converged towards a plateau among men in their forties, we decided to consider 
all age groups between ages 20 and 40 for the computation of this measure.

18  The DescTools package (see Signorell et al. 2018) was used for the computation of the CMHD. We could also calculate the 
“singulate” mean age at household headship (SMAHH) and then subtract the SMAM figures from it (see Szołtysek 2015, 512-14, 529-
531). However, this approach is less advantageous because of the quite rigid assumptions we would need to make when computing 
the SMAHH for populations with large differentials in age-specific headship prevalence. 

19  From a census snapshot, we cannot ascertain, for example, whether a multigenerational household headed by a younger 
generation was formed when one son stayed at home and took over the household upon marriage and his father’s retirement (a 
sequence that conforms with Hajnal’s “Northwest European” rules), or whether it resulted from a belated headship transfer to a son 
who had previously married into the parental household (a sequence that is not compatible with such principles).
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2.1.2. Analytical strategy

Our methodological approach proceeds in three steps. In the first step, we explore 
whether Hajnal’s interdependence thesis linking service, marriage, entry into headship, 
and simple household structure holds for our dataset by computing global correlation 
coefficients (i.e., not spatially weighted) between these markers. Since all of our 
variables deviate significantly from the normal distribution (and show the presence of 
outliers)20, we selected Spearman’s rank order correlation (rho) coefficient (ρ) to derive 
the correlations. If Hajnalian household formation markers are indeed interrelated, we 
might expect to observe moderate-to-strong positive or negative correlations between 
all six pairs of them; i.e., when a given household formation marker steadily increases, 
the other variable should either increase or decrease21. 

However, such a “global” correlation dictates that from all of the spatial data in our 
collection, a single statistic must be computed that is essentially an average of the 
conditions that exist throughout the entire dataset. While this implicitly assumes that 
the relationships between the variables are spatially constant, they can, in fact, vary 
geographically. In order to test whether these relationships indeed vary geographically, 
we employ an explicit spatially sensitive approach based on the Geographically 
Weighted Spearman’s rank order correlation (GWrho) coefficient (see Fotheringham 
et al. 2002; Klüsener 2015). Our exploration of the GWrho outcomes proceeds in two 
stages: first by looking at the relative performance of global and local correlations using 
summary statistics; and then by inspecting the spatial distribution of the local correlation 
coefficients using maps.  

The basic idea behind using a geographically weighted correlation is to check whether 
the relationships under study vary across space. This is done by moving a search window 
from one point (i.e., the longitude and latitude coordinates of a region on the map) to 
the next point in a dataset, working through all of the points in sequence. As the search 
window rests on a sample point (say, region i), all of the other points that are around 
it and within the search window are identified. A correlation is then estimated for that 
subset of the data, giving most weight to the points that are closest to the one at the 
centre. In our case, for each of the 256 regions, a local Spearman’s rank order correlation 
coefficient is obtained that includes values of the variables of interest for the region 
itself, and for the neighbouring regions around that observation for which local statistics 
are calculated. Given the number of markers, a total of 1536 (6*256) local bivariate 
correlations is obtained.

To select the area the search window covers each time (i.e., which of the neighbouring 
regions is included in each local correlation), it is necessary to determine the so-called 
bandwidth, either as a geographic distance that is assumed to be the same throughout 
the dataset (fixed bandwidth), or as a discrete number identifying the number of nearest 
neighbours to include in the local estimation (adaptive bandwidth). When an adaptive 
bandwidth is used, the spatial extent of the search window will vary in area from point to 
point in order to keep the number of observations within it constant: when the sample 
points are close together, the window will have less area; and when the points are sparse, 
it will fill a greater area. Given that the density of our observations varies over space, we 
determined that an adaptive bandwidth was the most appropriate choice, as it provides 
constant local information for each correlation depending on whether the data are dense 
or sparse (see Fotheringham et al. 2002, 57; Gollini et al. 2013). 

20  We use the Shapiro-Wilk test with the following results: male SMAM w=0.97902***, male service w= 0.89601***, CMHD 
w=0.69095***, nuclearity w=0.91387***.

21  The presence of such relationships does not necessarily imply causation. 
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To determine what specific number of nearest neighbours should be used to 
establish correlations, we followed optimisation-based procedures implemented in the 
GW statistical approaches22. Six plausible bandwidth sizes corresponding to six pairs 
of correlations were suggested, with a median bandwidth value of 24. Based on these 
results, we decided for the sake of clarity to use the 24 nearest neighbours as the sample 
size for each local correlation (for the impact of bandwidth size on the GWrho results, 
see sensitivity tests below).

Within the GWrho framework, each local correlation is unique not only because 
it is based on a specific subset of data (as defined by the adaptive bandwidth), but 
because coefficients are allowed to vary locally as a result of spatial weighting that gives 
the neighbouring regions – which are closer to the region for which a local statistic is 
derived – more weight than the more distant regions (Fotheringham et al. 2002; Tobler 
1970). Options for deriving these weights are available through spatial kernel density 
functions (Silverman 1986; Fotheringham et al. 2002, section 8.4.2), which can be 
used to determine the amount of weight attributed to each location in the correlation 
depending on its distance to the point under analysis. Given that our data can be very 
dispersed, and that we are interested in identifying potential small-scale deviations of 
the correlation outcomes over space, we decided to use the weighting scheme based on 
the tricube function. This function assigns a nonzero weight that decays with distance 
to points within the threshold number of neighbours (with the highest weight, equal to 
unity, situated at the observational point); and a weight of zero to points that are beyond 
the specified bandwidth, thus nullifying their impact on the local correlation estimate 
(Wheeler 2019; Bidanset & Lombard 2017, 109; also Klüsener 2015). Compared to other 
functions, the tricube weighting scheme gives the near neighbours more importance, 
while reducing the impact of the more distant neighbours. While using such a function 
differs little from using other similar density functions (like bi-square) in regions with 
dense data, its application is more suitable in places that are relatively isolated (see also 
section A5 of the supplementary material).

Finally, for the estimation of the significance levels of the obtained local correlation 
coefficients, we follow the Monte Carlo (randomisation) procedure proposed by 
Fotheringham et al. (2002, 64, 93-94). To assess the probabilities that the obtained local 
correlation coefficient differs from a local coefficient found by chance, at each region 
i, the one true GW correlation is compared with the 99 simulated local correlations 
obtained from randomly rearranging the attribute values across data coordinates within 
a given bandwidth (Lu et al. 2014)23.

By concentrating on the relationship between the markers within a determined 
search area centred on an observational point and its 24 neighbours, in most of the 
cases, the local correlations include populations from either the same census date (for 
example, most of the populations in England and Wales) or relatively adjacent time 
periods. Iceland in 1703, with its spatially and temporally isolated position in our data 
structure, is perhaps the most prominent exception to this general rule. 

22  Since we analyse the bivariate correlations between household formation markers, we base our choice of the bandwidth 
on the goodness of fit (corrected Akaike Information Criterion) calculated for the analogous bivariate geographically weighted 
regression models. The procedure is implemented in the GWmodel R package (Lu et al. 2014; Gollini et al. 2015).

23  Command gwss.montecarlo within GWmodel R package (Lu et al. 2014; Gollini et al. 2015). As our aim was not to make 
claims about causality, but simply to detect correlational associations, these significance levels are, ultimately, of secondary 
importance.
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3. RESULTS

3.1 DO THE FOUR HOUSEHOLD FORMATION MARKERS  
CORRELATE GLOBALLY?

The results of the global correlation among the four variables of interest – i.e., without 
regard to their spatial location and structure – are presented in Table 1. 

The results of the global model are intuitively appealing. For all six possible pairs 
of variables, there is an apparent moderate-to-strong significant association, and the 
global bivariate correlations are all in the expected direction. The global pattern suggests 
that the rankings of the regional values for the incidence of male service are positively 
associated with the rankings of the male SMAM, but are inversely associated with the 
marriage-headship time span. The volume of service among men also has a moderate 
positive correlation with the regional shares of simple households. All three of these 
features are in line with the predictions of Hajnal’s model: the higher the incidence of 
service that is observed at the regional level, the higher the average age at marriage 
is, the shorter the average length of time between marriage and headship is, and the 
greater the incidence of simple households in a population is. 

While the mean age at marriage among males is negatively associated with 
the average length of time between marriage and headship, it also has a weak but 
significant positive relationship with the prevalence of nuclear households. Moreover, 
these relationships are in line with those observed by Hajnal and his followers. Within 
our data, an increase in the average age at marriage coincides with closing the CMHD 
gap. In populations in which men tend to marry later, a greater incidence of simple family 
households is also observed – although this relationship seems to be much weaker than 
expected. Finally, our finding that there is an inverse association between the CMHD 
and nuclear households suggests – again, in line with Hajnal – that once the association 
between marriage and headship weakens in a region (the CMHD increases), the share of 
nuclear households tends to decrease.

3.2. CAN THESE CORRELATIONS BE CONSIDERED CONSTANT  
OVER EUROPE?

At the level of the global correlation, the basic premises of Hajnal’s thesis seem to be 
confirmed, as the focal variables generally cohere well, and they rise or fall together with 
the aggregate regularities that Hajnal predicted. But how much realism is discarded in 
such a global account? Given the spatial variability of our data set, is it possible that the 
relationships between Hajnalian traits were not the same across space, as the global 
account would seem to suggest? 

In order to examine the potential non-stationarity in these relationships, we assessed 
the local correlation coefficients for all six pairs of binary associations using the 
geographically weighted Spearman’s correlation (see section A6 of the supplementary 
material for a list of all place-specific local correlations). Table 2 repeats some of the 
information from Table 1 in order to summarise the relative performance of global and 
local correlations, and to provide order-based summary statistics of the GWrho, as well 
as the number of significant local estimates.

As expected, we find that the local correlations diverge considerably from the 
global results. For all pairs of variables, the relationships between particular household 
formation markers differ when assessed in separate spatial locations of the dataset. 
These differences include changes in magnitude, as well in directionality. The local 
Spearman’s coefficients generally have a wide range of values stretching from highly 
negative to highly positive, indicating spatial non-stationarity. The most striking case in 
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Table 2 appears to be the association between service and household nuclearity markers. 
The upper and lower tails of the distribution of the coefficients are nearly equally split on 
both sides of zero (129 regions show a positive relationship between the two markers; 
127 regions show a negative relationship). In addition, for both tails of the distribution, 
regions can be identified in which the Spearman’s ρ is close to one, which indicates the 
presence of nearly perfect negative or perfect positive associations of ranks for different 
portions of the same dataset24. At the same time, there are regions in which almost no 
relationships between the ranks of the two variables are observed (i.e., the two variables 
clearly do not vary together). Albeit to a lesser extent, the other correlation pairs 
presented in Table 2 basically display the same general tendency.

Taken together, these results provide a first-level indication that the apparent global 
bivariate associations between Hajnal’s household formation markers can be misleading. 
In reality, these global correlations may fail to provide a true description of the 
relationship at any given site, as they offer only an average impression of the relationship 
over the study area. Instead, it is clear that there are important spatial inequalities in 
the covariance of the Hajnalian markers across our dataset. In light of these findings, a 
visualisation with explicit spatial techniques is needed to check whether the observed 
multidirectional relationships between Hajnal’s household formation markers follow any 
specific spatial patterns. 

3.3 WHAT WERE THE LOCAL CORRELATIONS?

To this end, the GWrho results were projected onto geographic coordinates of the 
regional populations (Fotheringham et al. 2002, 7). The resulting Figures 3–8 show 
a continuous surface of correlation coefficients for all six associations from Table 2. 
These maps should be interpreted as follows. The upper panel shows the Spearman 
rho coefficient for each local correlation; i.e., the direction and the magnitude of the 
association centred on this specific location and its 24 nearest neighbours, with its 
weight decaying with increasing distance. The lower panel shows the p-value of the 
association. The coloured point means that the significant correlation is observed in the 
specific place and in its neighbours, while the white points indicate the locations where 
the association (irrespective of its strength and direction) is statistically non-significant. 
Note that the observed non-significance can imply that the correlation is very weak 
or non-existent; that the association between the variables in a specific area is non-
monotonic; that the significant but opposite relationships of the variables are cancelled 
out; or that the density of observations in the particular area is too low to capture the 
local specificity of the correlation, and that the strength of the association is reduced 
when more distant observations from areas representing considerably different contexts 
are included. Hence, even the non-significant results might point to places where the 
relationship between the variables seems to call into question the usual interpretation, 
especially when the patterns are visually striking (Kievit et al. 2013, 8).

Figure 3 shows the GW correlation between the incidence of male service and the 
marriage variables. The “global” interpretation of the relationship (i.e., as the incidence 
of male service rises, the age at marriage increases) is confirmed for the majority of 
the locations (177/256 regions), and especially for those in England and Wales; much 
of Scotland; northern and western Scandinavia; and much of central, east-central, and 
eastern Europe, including Siberia. In a number of these populations – and especially 
those in northern Denmark, Wales, western and southern Norway, Hungary, Slovakia, 
and eastern Poland – the local correlations are much stronger than the global correlation 

24  Given that Spearman’s rho limits the outlier to the value of its rank, this data pattern cannot be attributed solely to the 
presence of a few very peculiar observations. 
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(0.545). These findings may be combined with evidence of clear spatial drifts in the 
direction of the relationships observed in northern Scotland and in parts of Denmark 
and the German areas; as well as in southern Sweden, where the most extreme reversed 
(negative) correlations are found. The central Ukrainian and the Balkan regions also 
belong to this otherwise westward-leaning group (79 locations in total). We can see that 
both of these broad groupings cover populations that are widely dispersed across the 
study area. Although the correlations are found to be statistically non-significant for the 
large majority of the regional populations, significant associations (in both directions) 
are observed in 24 locations spread over parts of England, Sweden, Germany, and Poland.  

The spatial distribution of the local correlation coefficients between the incidence 
of male service and the CMHD is even more scattered (Figure 4). Again, the expected 
negative direction of the association is confirmed for the majority of cases (152/256), 
which indicates that the incidence of male service and the marriage-headship nexus 
increase and decrease in tandem. While populations from nearly all major parts of our 
dataset converge on this trend without any geographic regularity, these correlations are 
generally modest in magnitude, and are only rarely stronger than they are in the global 
account (in 45 out of 152 regions). Furthermore, pockets of spatial non-stationarity 
in the relationship between the incidence of male service and the CMHD are clearly 
discernible, as evidenced in the weak-to-moderate positive correlations observed in 
highland Scotland, France, north-western Germany, around the Baltic Sea, the Balkans, 
and the Ukraine. It is noteworthy that the strength of the correlations found in some 
of those areas, especially in Scotland, is far greater than that of the global coefficient. 
Again, examples of significant negative as well as positive correlations can be observed  
(23 instances in total). 

As anticipated (see Table 2), the results indicate that the spatial distribution of the 
local coefficient correlations between the incidence of male service and the nuclearity 
variables is more bifurcated (Figure 5). Populations are strongly polarised between 
those with a positive (expected) association between the markers, and those with 
a counterintuitive (negative) relationship between the markers. In both cases, the 
coefficients can be considerably higher than they are in the global correlation. The 
strongest support for Hajnal’s view on the service-nuclearity relationship can be found in 
Iceland, Denmark, northern Sweden, and Norway, but also in western Siberia and Poland. 
Further instances of a similar, albeit weaker, relationship are found in Flanders, parts 
of the Netherlands, as well as various parts of east-central Europe and the Balkans. In 
all of these areas, the regions with higher values for the incidence of male service than 
those of a given data point generally also have higher proportions of nuclear households. 
Surprisingly, the findings show that most of England and Wales, together with Scotland 
(77 out of 87 all British regions covered here), have an inverse relationship between 
household simplification and the incidence of service. This pattern was found to be 
particularly strong in parts of western Scotland (e.g., Renfrewshire, Argyll, Bute, and 
Lanarkshire counties, and their surroundings) and in several regions of Wales (especially 
those centred around Rednorshire and Carmarthenshire), where negative coefficients 
of 0.7 or more were found. Most of the German areas, France, Ukraine, and the areas 
around Moscow, as well as parts of Romania, also conform to this pattern, albeit with 
less intensity. 

Local correlation outcomes for the male SMAM and the CMHD variables are shown in 
Figure 6. The type of relationship suggested by Hajnal – i.e., that the association between 
marriage and headship tightens (CMHD decrease) as the mean age at marriage increases 
in a population – and supported by the global correlation can be found in 152 out of 
the 256 regions. However, this negative association is not only detected in populations 
that are widely dispersed across space; it varies greatly in strength across different 
locations. It spreads from England and Wales (which now, unlike Scotland, fits Hajnal’s 
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model reasonably well) through northern Scandinavia and east-central Europe, and then 
continues farther east towards Siberia. The number of locations in which the coefficients’ 
values are higher than they are in the global correlation (–0.567) is small (23); and the 
places where the negative values are highest are dispersed across Iceland, Austria and 
Hungary, and north-western Siberia25. While the relationship Hajnal suggested clearly 
exists in these regions, it is highly ambivalent among other locations from this group 
(e.g., 84 per cent of the regions with an inverse association have Spearman’s ρ smaller 
than the global correlation coefficient). 

Furthermore, we again see that the association between the SMAM and the CMHD 
shifts considerably across space, as a positive correlation between the variables is 
observed in 41 per cent of all of the locations. Three main hot spots of this pattern can 
be identified in Scotland, Denmark, and Romania. Other areas with similar, but weaker, 
relationships can be found in much of central and northern Germany, and in the Balkans. 
Apparently, all these locations seem to lack a common economic or sociocultural 
denominator. 

The relationship between male marriage and household nuclearity (Figure 7) is 
particularly eye-catching, as most of the local correlations (181/256) are negative, 
contradicting Hajnal’s theory. Except in the English, Welsh, and Scottish regions, which 
followed this pattern unambiguously, the spatial structure of the negative correlations 
is patchy. It includes southern France and Catalonia, large parts of Austria, Germany, 
and Denmark, as well as much of Norway and southern Sweden, but it also extends 
much further into parts of Poland and Slovakia and towards south-eastern Europe. 
Overall, however, this spatial distribution highlights quite a number of areas for which 
the expected positive relationship was habitually modelled in the literature (Hajnal 1982; 
Imhof 1976). The major hot spots of this inverse association are found in north-eastern 
England, Scotland, and Wales, as well as in northern Germany and Switzerland. 

The 68 cases for which the positive association postulated by Hajnal is found 
represent equally diverse populations. These cases include regions in northern France, 
north-western Germany, most of Denmark and Sweden, and southern Norway. Spatially, 
however, the most coherent case that provides support for Hajnal’s view is in east-central 
Europe and Russia. It is worth noting that in 69 per cent of these positive correlations, 
the absolute value of the local coefficients is considerably stronger than the global 
coefficient correlation of 0,192. As before, a small number of locations with significant 
coefficients for both types of associations can be identified in the data.   

The most stationary of all six correlations appears to be that between the marriage-
headship nexus (CMHD) and household nuclearity (Figure 8). The expected negative 
association prevails in 213 out of 256 local correlations spread over nearly all major 
areas covered by our data. While the distribution of the coefficients on these territories 
is unidirectional, considerable variation in the intensity of the association can still be 
observed. Regions in which the intensity of this feature is particularly strong intersect our 
data in a half-ring structure, linking Iceland with south-central Sweden and the Baltics, 
then with central Ukrainian and the Balkan areas to the south, and with an extension into 
the Urals. In these areas, the local coefficients are considerably stronger than they are 
in the global correlation; and in some of these areas, particularly in Iceland, Latvia, and 
Albania, they basically indicate a perfect inverse association between the markers. Still, 
in slightly over 50 per cent of the regions in which this negative correlation is identified, 
the coefficients are lower than the value of the global correlation. Furthermore, a spatial 
drift in the direction of the relationship is still observable, although it affects a relatively 
small number of regions, mainly in south-west England and Wales, Austria, and Slovakia.  

25  Of all the UK regions, only Herefordshire and Worcestershire have local coefficients stronger than those in the global 
correlation.  
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For both types of the association, locations in which the correlation is statistically 
significant have been identified. Taken together, these findings provide strong support 
for Hajnal’s reasoning that the close co-occurrence of entry into marriage and into 
headship is intrinsically related to the formation of nuclear households. 

3.4 WHAT COMBINATIONS OF THE RELATIONSHIPS BETWEEN  
THE MARKERS CAN BE FOUND ACROSS THE STUDY AREA?

In the previous section, we showed that mutual associations between pairs of household 
formation markers vary strongly over space. Our approach was to focus on mapping the 
results separately for each of the six pairs of bivariate correlations in order to illustrate 
this heterogeneity. In fact, however, at each observational point, various combinations 
of these bivariate associations can be overlaid to produce a complex texture of multi-
layered correlations. In this section, we take another step towards encoding such 
combinations from our results.

The single most important finding from this exercise is the identification of 33 (!) 
region-specific constellations of the concomitant pairwise associations between the 
Hajnalian markers. While it is possible that some of this evidence can be attributable 
to mere circumstantial occurrences, or to associations that are too weak to be truly 
meaningful, the sheer number of these combinations is truly stunning, and no doubt 
provides ample evidence of linkages between household formation traits that go far 
beyond those identified by Hajnal or his critics. 

Only one of those combinations can be interpreted as fitting a “pure” Hajnalian type 
as identified in his 1982 paper: i.e., the pattern in which an increase in the mean age at 
marriage among males is accompanied by an increase in the incidence of service, rising 
household nuclearity, and a tighter connection between marriage and headship; an 
increased incidence of service is similarly associated with a rise in the values of the latter 
two traits; and a longer period of time between marriage and headship is negatively 
linked with the share of nuclear households (see Table A in the Appendix; also black dots 
in Figure 9). Other than that, our regional populations are prone to stark larger or smaller 
departures from this pattern. The positive relationship between the age at marriage and 
the incidence of service on the one hand and the CMHD on the other, paired with the 
inverse relationship between marriage/service and simple household structure; or the 
negative association of SMAM with the service and nuclearity variables, concomitant 
with the positive relationship between marriage/service and the CMHD; are just few 
examples of the multi-linkages that have been found, but that should not, theoretically, 
exist. Although a complete reversal of the relationships suggested by Hajnal is not found 
in our data, in a number of regions, such a mirror image is very close to being observed; 
e.g., in the southern Netherlands and in Albania (see the regions dotted pink in Figure 9; 
also Table A in the Appendix).  

We should also note that although the “Hajnalian” pattern (see above) is the most 
represented among the combinations, it features in only a very small fraction of all of 
the regions (33 out of 256) dispersed over the large areas. It is especially noteworthy 
that this group does not include a single region from Great Britain or the Netherlands, 
but instead converges mostly among east-central and eastern European regions, with 
extensions over Iceland and parts of Scandinavia. Other relationship patterns are more 
regionally clustered. In particular, the Danish-southern Swedish conglomerate, Wales 
with the West Midlands, and the Scottish and the Norwegian regions each displays a 
specific intermingling of bivariate patterns not observed elsewhere in the study area. 
In general, however, the spatial structure of the combinations does not follow any 
meaningful geographical order.



18

4. SENSITIVITY TESTS

There are three potential criticisms of our results. First, they may be sensitive to alternative 
measurements of some of the household formation markers or other perturbations in the 
dataset (cf. Neumayer and Plümper 2017, 26). In particular, one could argue that focusing 
on male rather than female service (and its related marriage variables) has a specific 
impact on our results, even though it yields the best approximation of Hajnal’s concept 
of the “agricultural farm service” (see above). The risk that some of the correlations 
may not perform as Hajnal predicted is especially high in Victorian Britain, where the 
incidence of male service was much lower than it was in the early modern era (Kussmaul 
1981; Humphries 2004, 250–253)26. The second major criticism is that whatever the 

“premodern” demographic nature of the British rural regions covered by our data (see 
the Data section), because their populations do not fully conform to Hajnal’s notion of 
a “traditional” rural economy (e.g., Overton 1996; Gritt 2002), they may not fulfil the 
conditions under which the Hajnalian linkages were to be made visible.

In order to check how much impact these potential issues have on our results, the 
stability of the baseline local correlations was tested against two alternative runs of 
GWrho: one in which the male service and marriage variables were replaced with their 
female equivalents27; and one in which the baseline set of male variables was used, but 
the British data were removed from the correlations. 

However, even after those changes were introduced, the major thrust of our results 
remained basically the same. The order-based summary statistics of the two alternative 
correlations (see Tables B and C in the Appendix) are very similar to those shown in  
Table 2 above, and reflect the familiar pattern of strong spatial non-stationarity for all pairs 
of variables. These findings are further confirmed in Table 3, which shows that the median 
absolute difference in the values of six pairwise associations is moderate at best between 
the baseline and the female-based correlations (0.013–0.237), but is entirely negligible 
when Great Britain is removed (0.046–0.075). More importantly, the overall stability 
in the directionality of the local coefficients is retained in the alternative correlations. 
Depending on the type of test applied, between 77 and 96 per cent (female variables), or 
even 92 and 99 per cent (omission of Great Britain) of all alternative correlations had the 
same sign as in the baseline results. Furthermore, the set of combinations derived based 
on the female variables has a very similar composition (available upon request), with the 

“Hajnalian” pattern again dominating, but covering a similarly small fraction of all regions 
(25 out of 256) in absolute terms. Thus, we conclude that for the absolute majority of 
cases, changing some of the markers or curtailing the dataset has little impact on the 
outcomes of local relationships.

The third potential problem is that our main results may be too susceptible to 
changes in the value of the bandwidth with which we are working (Fotheringham et 
al., 2002)28. To check the general impact of the bandwidth size changes on our baseline 
results, changes in the distribution of correlation coefficients between the six pairs of 
markers (in the form of the boxplots) are shown in the figure below as a function of the 
number of nearest neighbours used as the adaptive bandwidth threshold (Figure 10; 

26  While this concern may be crucial in the context of the north-western “heartland”, for the remainder of our data, it is 
largely irrelevant.

27  Unlike male service, female service was much less responsive to the changes associated with the transition to a capitalist/
industrial economy, and the demand for female domestic servants remained high throughout the 19th century in Great Britain 
(Cooper 2004, 287). Note also that the measures of male and female premarital service are strongly (and significantly) correlated 
with each other (Spearman’s rho= 0,846).

28  To some extent, this is just a property of the geographically weighted correlation, which inevitably changes as the size of 
a bandwidth changes. Recall also that our choice of a bandwidth resulted from the optimisation procedures based on the corrected 
Akaike Information Criterion.
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comp. Klüsener 2015). The results indicate that up to very large bandwidth sizes, the 
correlation coefficients come from both sides of zero in all of the cases. The chosen 
number of nearest neighbours proposed by the optimisation procedure explained above 
(24 NN – marked with a solid vertical line) provides a good representation of the overall 
pattern. While the small numbers of NN result in very high variation of the correlation 
coefficients (from -1 to one in all cases), and would certainly pose a problem of statistical 
significance (a bandwidth of five NN would result in a local regression with a mere six 
observations), the large ones (close to 100) produce converging sets of coefficients that 
approach the global statistic, and that ignore the local specificity of the regions.

Taken together, the outcomes of these tests suggest that the spatially varying 
relationships between household formation markers as captured in the baseline 
correlations cannot be taken as artificially resulting from the specific operationalisation 
of certain focal variables, from the presence of highly specific and clustered British data, 
or from the chosen size of the bandwidth. Although we cannot rule out the possibility 
that if our dataset had a different chronological composition, it would have produced 
correlations with different spatial structures, the ability of such data permutations to 
seriously undermine our findings remains doubtful, at least within the limits of currently 
available data29. 

29  For example, the baseline geographically weighted approach has been applied to a dataset in which the NAPP input data 
were changed so that they could, in some cases, replace the oldest censuses used in the baseline correlation with later censuses 
(i.e., Iceland 1701 was changed into 1801; Denmark 1787 was changed into 1801; Norway 1801 was changed into 1865; England and 
Wales 1851 was changed into 1881; and Sweden 1880 was changed into 1890). Despite such aggressive changes being introduced, 
the new local correlations have produced patterns that are very similar to the baseline results: on average, more than 80 per cent 
of the regions retained the direction of the relationship (detailed results are available upon request). It is also noteworthy that the 
largest changes were observed for the correlations between headship attainment and household nuclearity; i.e., for the association 
that is likely to be the most prone to corresponding shifts related to the agricultural modernisation of the societies. 
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5. DISCUSSION AND CONCLUSION

While scholars have long been calling for a re-specification of Hajnal’s hypothesis 
(Barbagli 1991; Kertzer 1991a; Rowland 2002; also Engelen and Wolf 2005; Szołtysek 
2008), this task has not yet been successfully performed on a European-wide scale 
due to the unsystematic character of the historical evidence and the dearth of more 
advanced methodologies. In this article, we attempted to move beyond these limitations 
by applying an explicitly spatial approach to an unprecedented family history database. 
Our data and methodology framework allowed us to provide the first empirical 
assessment of the meso-level correlations between marital age, life-cycle service, the 
marriage-headship nexus, and household nuclearity – which Hajnal thought of as the 
axial principles of household formation across Eurasia. The empirical evidence presented 
here provides support for the suggestion made in some prior studies that Hajnal’s model 
is a gross simplification of historical reality that should be approached with caution. 

While our results build upon those of previous family historians taking a critical 
stance towards Hajnal’s thesis, we believe that adding the finer point of spatial variability 
places the evaluation of his household formation model on a new footing. The spatial 
distributions of historical family systems have interested scientists for well over 100 years. 
Nonetheless, the theoretical framework for interpreting spatial or place-based patterns 
in historical family organisation is still incompletely developed, and is thus poorly 

“spatialised”. This is also the case for Hajnal’s discussion of the relationship between the 
markers of household formation systems, which largely ignored the possibility of the 
existence of spatial dependence and variation. 

What, then, can be learned from the spatial analysis of Hajnal’s seminal model that 
would not have otherwise been gleaned from the non-spatial “classical” approach? 
The single most important finding is that of the complexity and heterogeneity of the 
“world we have lost”. Our key results show that whereas Hajnalian model associations 
are derived in a global correlational framework, when mutual associations between 
nuclear household structure, service, headship, and marriage are examined locally, their 
relationships turn out to be highly spatially variable. In addition to finding links that run 
in the opposite direction of those put forward by Hajnal and his followers, we provided 
a first-hand demonstration that the relationships between these variables are prone to 
considerable spatial drifts (sign reversals) or important spatial gradients (magnitude 
changes). Taking these arguments a little further, we suggested that a “pure” Hajnalian 
type of association could be detected in only a very tiny part of our European database, 
and that this pattern was largely absent in areas commonly seen as the “heartland” 
of the “north-western European simple household system”. Finally, one of the main 
contributions of this paper is that we uncovered associations and regularities that were 

“hidden” in global correlations; and, hence, that we found relationships between different 
household formation traits that go beyond those identified by Hajnal and his critics. 
Notably, we also found that simple geographic determinism does not seem to explain 
the ways in which the four key parameters covary across historic Europe and western 
Asia. Apparently, neither the “lines” nor the “zones” that earlier scholars have suggested 
to summarise the heterogeneity of these historic regions are useful for doing so (e.g., 
Hajnal 1965; Laslett 1983).  

This unexpected finding of spatial variability lends support to the view that Hajnal’s 
proposition cannot be upheld. Although it may prove useful as a crude heuristic device 
for understanding preindustrial family systems (Smith 1993), it is certainly doubtful 
that a generalised version of Hajnal’s household formation thesis can contribute 
much to the actual analysis of particular societies. Indeed, relating Hajnal’s universally 
claimed household formation tendencies to the features of particular populations (or 
regions) within Europe (and perhaps within Eurasia, as well) may turn out to be highly 
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unproductive. Placing too much reliance on the global relationship patterns that Hajnal 
hypothesised is likely to result in incorrect interpretations of historical family systems, 
and to detract from our understanding of their actual mechanics.

By challenging the proposition that the four Hajnalian traits have unambiguously 
coevolved across preindustrial Europe, our findings make the quest to develop a 
generalised model of household formation largely untenable. Clearly, when spatial 
phenomena are being examined in historical demographic research, no firm conclusions 
can be drawn until local statistics have been taken into account (cf. Matthews and Parker 
2013). But including these local statistics comes at a price. While the application of 
geographically weighted approach to Hajnal’s seminal model may enable us to come 
to terms with the spatially unique aspects of the relationships between household 
formation markers, whether it could be used to produce a general body of knowledge 
about these relationships remains uncertain. 

If non-stationarity exists, then it is possible that different processes are at work within 
a study region. Thus, in our case, investigating which processes are at work becomes 
the most pressing question. While our results converge on what has long been the 
major thrust of anthropological demography – i.e., that beneath the average (global) 
performance of human populations, there is always the high degree of contextual 
(spatio-temporal) variability of demographic phenomena (e.g., Kertzer and Fricke 1997) 

– to extend our analysis beyond this general point, we would need additional data and 
different methodologies. Future comparative research will have to take a stance on 
various aspects of the nuanced geography revealed here, and use appropriate tools to 
nest the variable interdependence of historical household formation markers within their 
local contexts. It is, however, clear that in order to understand the observed variability, 
complex explanations that take into account a combination of demographic, political-
economic, legal, and ecological factors will be needed. It has long been known that family 
regimes are adaptive outgrowths formed in response to variability in social, cultural, 
and environmental contexts (e.g., Berkner and Mendels 1978; Kertzer 1991b; Rudolph 
1992; Mitterauer 1996; Szołtysek 2015). Accordingly, these contexts are, in turn, likely to 
influence the interdependence of the household formation markers. 

Clearly, the various ways in which the interdependencies between household 
formation markers manifest themselves in a given society are related to the spatial 
context in which that society exists. Human social behaviour can vary intrinsically over 
space (Thrift 2009). Moreover, a combination of various contextual political-economic, 
institutional, and/or environmental characteristics may influence household formation 
strategies differently in different places, either by shaping variations in people’s attitudes 
or preferences regarding entry into service, marriage, or headship; or by having 
different effects on local administrative, political, or other contextual constraints on how 
these strategies can be executed in different places. This complex tangle of spatially 
dependent contextual factors may foster relationship patterns that differ from those 
posited by Hajnal. For example, these interdependencies could make it possible to delay 
marriage without being bound to entry premarital service; to allow post-marital lodging 
to serve as an alternative to household formation; or to make it acceptable to acquire a 
household headship at marriage by taking over the parental farm without recourse to 
strict neolocality. 

Acknowledging such complexities prompts us to challenge Hajnal on yet another 
premise. Given the sheer variability of the patterns revealed in this paper, it seems 
doubtful that the emergence of two (or, in fact, any number of) household formation 
systems can be attributed to a single global relationship pattern between their markers, 
as Hajnal seemed to believe (Hajnal 1982, 449). Our findings also suggest that we should 
be wary of expecting to observe a strict spatial congruence between the typology 
and the cartography of European household formation patterns based on the levels 
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of the Hajnalian traits (Smith 1993; Barbagli 1991; Szołtysek and Ogórek 2020) and the 
patterns of their mutual correlations. While it appears that geographically clustered 
groupings of similar levels of household formation markers can be identified in historic 
Europe (Szołtysek and Ogórek 2020; also Faragó 1998), given the inconsistencies in the 
observed relationships between the markers, identifying spatially coherent correlational 
patterns that underlie these clusters would be very hard, if not impossible. Thus, it is 
conceivable that some important community- or meso-level non-familial institutions had 
more influence on the constitution of household formation “systems” than the mutual 
ups and downs in the values of their markers.

These discrepancies appear puzzling, but they seem to be pointing to a crucial aspect 
of the problem; namely, the possible equifinality in the operation of historical household 
formation traits. The idea that different contextual and demographic processes (including 
household behavioural rules) are able to produce similar structural outcomes resonates 
well with Wrigley’s classic notion of the preindustrial family and household organisation 
pattern as a “repertoire of adaptable systems” (Wrigley 1981, 182). Acknowledging this 
possibility will have important implications for further investigations of the geography 
of European household formation systems. Scholars may need to decide, for example, 
which of the approaches are better suited to advancing their work: comparing 
populations solely on the basis of observed levels of household formation traits, or 
assessing populations based on the relationships between these traits. 

Moreover, scholars seeking to explore this problem further should give serious 
consideration to potential hermeneutic limits of the measures that Hajnal proposed. It is 
probable that his four household formation markers do not actually cover all of the axial 
principles of the family systems in historic Europe (and even less so beyond it), and that 
there are other elements that may need to be taken into account when investigating the 
differences and the commonalities among regional family systems within Europe (e.g., 
Gruber and Szołtysek 2016). For instance, it might help if scholars used a less categorical 
approach in the operationalisation of the marriage marker. It could, for example, be 
argued that the age at marriage per se may be insufficient to adopt as a measure of 
nuptiality, and that more attention should be paid to proportions never-married, pre-
marital births, and extra-marital fertility – which may not always move together in a 
unified manner either (Wrigley et al. 1997; Engelen and Kok 2003). Future scholars should 
also seek to find new ways of accommodating the stem family in broader assessments of 
the correlation between household formation markers (cf. Engelen and Wolf 2005), and 
to try to link Hajnal’s hypothesis with the variable patterning of the living arrangements 
of the aged (Szołtysek et al. 2019). 

To this end, the spatial distribution of the relationships between the four household 
formation markers envisaged here should serve future micro-oriented studies aimed 
at providing a better understanding of the local intermingling of various demographic 
variables, and of how they change over time. Having a better understanding of these 
micro- and meso-level intricacies can make it easier for scholars to develop a new mid-
range theory of household formation behaviours. Future research will show whether we 
are bound to either a very general (and misleading) global theory, or a unique description. 
It is to be hoped that this paper will add to the current momentum of research on 
historical household formation systems, and will help historical demographers fulfil their 
duty to provide meaningful generalisations about human behaviour in the past.
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see section A7 of the Supplementary Material.

Figure 1
Distribution of the combined NAPP/Mosaic data by time period and broad geographic groupings



29

●● ● ●●● ● ●

●●
●

●

●

●
●

●
● ● ● ●●●●●
● ● ●● ●●● ●● ● ●●●

●● ●●●● ●●
●

●●
● ● ●●
●
●

●
●●●●●
●●
●
●

●
●

●
●

●●

●

● ●
●

●
●

● ● ●
●
●

● ●●
●

●
●●

● ●●●

●
●

●
●

●

●● ● ●● ●● ●●●●
●

●

● ●●● ●● ●

●
●●

●
●

●
●

● ●

●
●
●

●

●●

●
●

● ●
●

●
● ●●●

●
● ●

●●
●
●●

●
●

● ● ●
●● ●

● ●

●
●
●

●

● ●

●
● ●
●

●● ● ●
●

●

●

●

●

●

●

●

●

●

● ●●●

●

● ●
●●

●

●

●
●

●
●●

●

●● ● ●●●●● ●●●● ●
● ●●●

● ●
● ●
●●●●● ●
●● ●
● ●●●●
●● ●●● ●● ● ●● ●●

●●●● ● ●●●

●● ● ●●● ● ●

●●
●

●

●

●
●

●
● ● ● ●●●●●
● ● ●● ●●● ●● ● ●●●

●● ●●●● ●●
●

●●
● ● ●●
●
●

●
●●●●●
●●
●
●

●
●

●
●

●●

●

● ●
●

●
●

● ● ●
●
●

● ●●
●

●
●●

● ●●●

●
●

●
●

●

●● ● ●● ●● ●●●●
●

●

● ●●● ●● ●

●
●●

●
●

●
●

● ●

●
●
●

●

●●

●
●

● ●
●

●
● ●●●

●
● ●

●●
●
●●

●
●

● ● ●
●● ●

● ●

●
●
●

●

● ●

●
● ●
●

●● ● ●
●

●

●

●

●

●

●

●

●

●

● ●●●

●

● ●
●●

●

●

●
●

●
●●

●

●● ● ●●●●● ●●●● ●
● ●●●

● ●
● ●
●●●●● ●
●● ●
● ●●●●
●● ●●● ●● ● ●● ●●

●●●● ● ●●●

M
al

e 
Se

rv
ic

e

0 
− 

11
.3

3
11

.3
3 

− 
25

.3
5

25
.3

5 
− 

44
.3

3
44

.3
3 

− 
82

.1
4

●● ● ●●● ● ●

●●
●

●

●

●
●

●
● ● ● ●●●●●
● ● ●● ●●● ●● ● ●●●

●● ●●●● ●●
●

●●
● ● ●●
●
●

●
●●●●●
●●
●
●

●
●

●
●

●●

●

● ●
●

●
●

● ● ●
●
●

● ●●
●

●
●●

● ●●●

●
●

●
●

●

●● ● ●● ●● ●●●●
●

●

● ●●● ●● ●

●
●●

●
●

●
●

● ●

●
●
●

●

●●

●
●

● ●
●

●
● ●●●

●
● ●

●●
●
●●

●
●

● ● ●
●● ●

● ●

●
●
●

●

● ●

●
● ●
●

●● ● ●
●

●

●

●

●

●

●

●

●

●

● ●●●

●

● ●
●●

●

●

●
●

●
●●

●

●● ● ●●●●● ●●●● ●
● ●●●

● ●
● ●
●●●●● ●
●● ●
● ●●●●
●● ●●● ●● ● ●● ●●

●●●● ● ●●●

●● ● ●●● ● ●

●●
●

●

●

●
●

●
● ● ● ●●●●●
● ● ●● ●●● ●● ● ●●●

●● ●●●● ●●
●

●●
● ● ●●
●
●

●
●●●●●
●●
●
●

●
●

●
●

●●

●

● ●
●

●
●

● ● ●
●
●

● ●●
●

●
●●

● ●●●

●
●

●
●

●

●● ● ●● ●● ●●●●
●

●

● ●●● ●● ●

●
●●

●
●

●
●

● ●

●
●
●

●

●●

●
●

● ●
●

●
● ●●●

●
● ●

●●
●
●●

●
●

● ● ●
●● ●

● ●

●
●
●

●

● ●

●
● ●
●

●● ● ●
●

●

●

●

●

●

●

●

●

●

● ●●●

●

● ●
●●

●

●

●
●

●
●●

●

●● ● ●●●●● ●●●● ●
● ●●●

● ●
● ●
●●●●● ●
●● ●
● ●●●●
●● ●●● ●● ● ●● ●●

●●●● ● ●●●

M
al

e 
SM

A
M

19
.3

3 
− 

24
.9

2
24

.9
2 

− 
27

.7
6

27
.7

6 
− 

30
.0

6
30

.0
6 

− 
34

.3
3

●● ● ●●● ● ●

●●
●

●

●

●
●

●
● ● ● ●●●●●
● ● ●● ●●● ●● ● ●●●

●● ●●●● ●●
●

●●
● ● ●●
●
●

●
●●●●●
●●
●
●

●
●

●
●

●●

●

● ●
●

●
●

● ● ●
●
●

● ●●
●

●
●●

● ●●●

●
●

●
●

●

●● ● ●● ●● ●●●●
●

●

● ●●● ●● ●

●
●●

●
●

●
●

● ●

●
●
●

●

●●

●
●

● ●
●

●
● ●●●

●
● ●

●●
●
●●

●
●

● ● ●
●● ●

● ●

●
●
●

●

● ●

●
● ●
●

●● ● ●
●

●

●

●

●

●

●

●

●

●

● ●●●

●

● ●
●●

●

●

●
●

●
●●

●

●● ● ●●●●● ●●●● ●
● ●●●

● ●
● ●
●●●●● ●
●● ●
● ●●●●
●● ●●● ●● ● ●● ●●

●●●● ● ●●●

●● ● ●●● ● ●

●●
●

●

●

●
●

●
● ● ● ●●●●●
● ● ●● ●●● ●● ● ●●●

●● ●●●● ●●
●

●●
● ● ●●
●
●

●
●●●●●
●●
●
●

●
●

●
●

●●

●

● ●
●

●
●

● ● ●
●
●

● ●●
●

●
●●

● ●●●

●
●

●
●

●

●● ● ●● ●● ●●●●
●

●

● ●●● ●● ●

●
●●

●
●

●
●

● ●

●
●
●

●

●●

●
●

● ●
●

●
● ●●●

●
● ●

●●
●
●●

●
●

● ● ●
●● ●

● ●

●
●
●

●

● ●

●
● ●
●

●● ● ●
●

●

●

●

●

●

●

●

●

●

● ●●●

●

● ●
●●

●

●

●
●

●
●●

●

●● ● ●●●●● ●●●● ●
● ●●●

● ●
● ●
●●●●● ●
●● ●
● ●●●●
●● ●●● ●● ● ●● ●●

●●●● ● ●●●

C
um

ul
at

iv
e 

M
ar

ria
ge

−H
ea

ds
hi

p 
D

iff
er

en
ce

0.
03

 −
 1

.6
2

1.
62

 −
 3

.7
7

3.
77

 −
 6

.2
7

6.
27

 −
 1

2.
41

●● ● ●●● ● ●

●●
●

●

●

●
●

●
● ● ● ●●●●●
● ● ●● ●●● ●● ● ●●●

●● ●●●● ●●
●

●●
● ● ●●
●
●

●
●●●●●
●●
●
●

●
●

●
●

●●

●

● ●
●

●
●

● ● ●
●
●

● ●●
●

●
●●

● ●●●

●
●

●
●

●

●● ● ●● ●● ●●●●
●

●

● ●●● ●● ●

●
●●

●
●

●
●

● ●

●
●
●

●

●●

●
●

● ●
●

●
● ●●●

●
● ●

●●
●
●●

●
●

● ● ●
●● ●

● ●

●
●
●

●

● ●

●
● ●
●

●● ● ●
●

●

●

●

●

●

●

●

●

●

● ●●●

●

● ●
●●

●

●

●
●

●
●●

●

●● ● ●●●●● ●●●● ●
● ●●●

● ●
● ●
●●●●● ●
●● ●
● ●●●●
●● ●●● ●● ● ●● ●●

●●●● ● ●●●

●● ● ●●● ● ●

●●
●

●

●

●
●

●
● ● ● ●●●●●
● ● ●● ●●● ●● ● ●●●

●● ●●●● ●●
●

●●
● ● ●●
●
●

●
●●●●●
●●
●
●

●
●

●
●

●●

●

● ●
●

●
●

● ● ●
●
●

● ●●
●

●
●●

● ●●●

●
●

●
●

●

●● ● ●● ●● ●●●●
●

●

● ●●● ●● ●

●
●●

●
●

●
●

● ●

●
●
●

●

●●

●
●

● ●
●

●
● ●●●

●
● ●

●●
●
●●

●
●

● ● ●
●● ●

● ●

●
●
●

●

● ●

●
● ●
●

●● ● ●
●

●

●

●

●

●

●

●

●

●

● ●●●

●

● ●
●●

●

●

●
●

●
●●

●

●● ● ●●●●● ●●●● ●
● ●●●

● ●
● ●
●●●●● ●
●● ●
● ●●●●
●● ●●● ●● ● ●● ●●

●●●● ● ●●●

Pr
op

or
tio

n 
of

 N
uc

le
ar

 F
am

ili
es

0.
16

 −
 0

.4
7

0.
47

 −
 0

.6
4

0.
64

 −
 0

.7
5

0.
75

 −
 0

.9
2

Fi
gu

re
 2

De
sc

rip
tiv

e 
m

ap
pi

ng
 o

f t
he

 fo
ur

 h
ou

se
ho

ld
 fo

rm
at

io
n 

m
ar

ke
rs

 (J
en

ks
 n

at
ur

al
 b

re
ak

s)



30

Table 1
Global correlation matrix  between household formation markers

 Variables Male service Male SMAM CMHD
Proportion nuclear 

households

Male service 1.000 0.545** –0.434** 0.404**

Male SMAM 0.545** 1.000 –0.567** 0.197**

CMHD –0.434** –0.567** 1.000 –0.580**

Proportion nuclear households 0.404** 0.197** –0.580** 1.000

Note: Correlation is significant at the 0.01 level (2-tailed).
Source: Mosaic/NAPP data.

Table 2
Comparison of the global and local correlations between household formation markers

Relationships Global r
Geographically weighted r

Min. 1st Q Median Mean 3rd Q Max. N sign. (%)

SMAM-Service 0.545 –0.759 –0.074 0.265 0.215 0.489 0.893 24 (9.38)

Service-CMHD –0.434 –0.957 –0.338 –0.069 –0.093 0.131 0.709 23 (8.98)

Service-Nuclearity 0.404 –0.918 –0.372 0.004 0.047 0.568 0.973 21 (8.20)

SMAM-CMHD –0.567 –0.897 –0.423 –0.174 –0.102 0.202 0.704 20 (7.81)

SMAM-Nuclearity 0.197 –0.816 –0.532 –0.206 –0.192 0.110 0.822 23 (8.98)

CMHD-Nuclearity –0.580 –0.955 –0.735 –0.364 –0.377 –0.133 0.747 23 (8.98)

Source: Mosaic/NAPP data. For local correlations: local N=24; tricube kernel. For SMAM and Service: 
male variables.
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Source: Mosaic/NAPP data.

Figure 3
GW Spearman’s rho between male SMAM and premarital service (local N=24; tricube kernel)
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Source: Mosaic/NAPP data.

Figure 4
GW Spearman’s rho between male service and the CMHD (local N=24; tricube kernel) 
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Source: Mosaic/NAPP data.

Figure 5
GW Spearman’s rho between male service and household nuclearity (local N=24; tricube kernel)
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Source: Mosaic/NAPP data.

Figure 6
GW Spearman’s rho between male SMAM and the CMHD (local N=24; tricube kernel)
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Figure 7
GW Spearman’s rho between male SMAM and household nuclearity (local N=24; tricube kernel)
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Source: Mosaic/NAPP data.

Figure 8
GW Spearman’s rho between the CMHD and household nuclearity (local N=24; tricube kernel)
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Only combinations featured in at least ten regions are considered.	  

Source: Mosaic/NAPP data.

Figure 9
Most frequent (regions ≥ 10) combinations of the relationships between the four household formation 
markers (local N=24; tricube kernel)

Table 3
Differences between alternative and the baseline local (GW) correlations 

Relationships

Female variables, baseline dataset Male variables, without GB 

Abs. median 
difference in 

GW p 

No. of 
correlations 
with signs 
unchanged 

(%)

No. of 
significant 

correlations 
(%)

Abs. median 
difference in 

GW p 

No. of 
correlations 
with signs 
uchanged 

(%)

No. of 
significant 

correlations 
(%)

SMAM - Service 0.237 198 (77.3) 26 (10.2) 0.050 247 (96.5) 12 (7.1)

Service - CMHD 0.119 218 (85.2) 22 (8.6) 0.075 233 (91.0) 12 (7.1)

Service - Nuclearity 0.130 223 (87.1) 27 (10.5) 0.047 244 (95.3) 16 (9.5)

SMAM - CMHD 0.152 220 (85.9) 25 (9.8) 0.059 240 (93.8) 12 (7.1)

SMAM - Nuclearity 0.165 211  (82.4) 23 (9.0) 0.046 247 (96.5) 17 (10.1)

CMHD - Nuclearity 0.013 248 (96.9) 23 (9.0) 0.068 254 (99.2) 15 (8.9)

Note: for “Female variables, baseline dataset” - local N=27; tricube kernel (256 regions included); for “Male 
variables, without GB” - local N=24; tricube kernel (170 regions included).
GW p = geographically weighted Spearman’s correlation coefficient.
Differences are measured in relation to the baseline correlations as in the main analysis (256 regions; 
male variables for SMAM and Service).

Source: Mosaic/NAPP data. 
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APPENDIX 

Table A
Combinations of the relationships between the four household formation markers

Relationships
N       

(regions)SMAM - Service SMAM - CMHD
SMAM - 

Nuclearity
Service - CMHD

Service - 
Nuclearity

CMHD - 
Nuclearity

+ – + – + – 33

+ + – + – – 26

+ – – – – – 21

+ – – – – + 19

+ – – + – – 17

– + – + + – 15

+ – – – + – 14

– + – – + – 10

– + – + – – 10

Altogether 165

Note: Only combinations present in at least ten regions are displayed.
Source: Mosaic/NAPP data (local N=24; tricube kernel). 

Table B
Comparison of the global and local correlations between household formation markers; alternative GWrho 
(female marriage and service variables)

Relationships Global r
GW correlation r

Min. 1st Q Median 3rd Q Max. N sign. (%)

SMAM - Service 0.539 –0.778 –0.241 0.181 0.497 0.896 26 (10.2)

Service - CMHD –0.545 –0.959 –0.385 –0.122 0.090 0.651 22 (8.6)

Service - Nuclearity 0.407 –0.794 –0.249 0.051 0.626 0.979 27 (10.5)

SMAM - CMHD –0.593 –0.883 –0.447 –0.124 0.146 0.605 25 (9.8)

SMAM - Nuclearity 0.192 –0.871 –0.612 –0.228 0.028 0.784 23 (9.0)

CMHD - Nuclearity –0.580 –0.948 –0.730 –0.365 –0.163 0.681 23 (9.0)

Source: Mosaic/NAPP data. For local correlations: local N=27; tricube kernel.

Table C
Comparison of the global and local correlations between household formation markers; alternative GWrho 
(male marriage and service variables; GB removed; N=171 regions)

Relationships Global r
GW correlation r

Min. 1st Median 3rd Max. No. sign. (%)

SMAM - Service 0.578 –0.788 –0.144 0 .1 1 3 0.304 0.909 12 (7.1)

Service - CMHD –0.497 –0.834 –0.268 –0.049 0.165 0.649 12 (7.1)

Service - Nuclearity 0.423 –0.678 –0.219 0.259 0.664 0.931 16 (9.5)

SMAM - CMHD –0.619 –0.921 –0.460 –0.155 0.130 0.687 12 (7.1)

SMAM - Nuclearity 0.275 –0.766 –0.334 –0.122 0.197 0.718 17 (10.1)

CMHD - Nuclearity –0.676 –0.929 –0.841 –0.569 –0.348 0.421 15 (8.9)

Source: Mosaic/NAPP data. For local correlations: local N=24; tricube kernel.
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SUPPLEMENTAL MATERIAL

A1. BUILDING THE RURAL DATASET

The urban and rural distinction between population in our combined NAPP/Mosaic 
database is not for all regions as easily available as for others. In Mosaic, regions are 
by default divided into rural and urban ones, so it is quite straightforward to select only 
the rural ones. In NAPP data the definitions of urban residence vary between countries 
(see Table A1) and we have used those pertaining to particular dataset without trying to 
harmonise them. Only Denmark in 1787 and Sweden in 1880 could be used without any 
further adaptation (the few people with unknown status have been excluded). Iceland 
in 1703 has no information about urban or rural residence, but since Iceland at that time 
had no city, we treat the whole island as being rural. The file of Norway 1801 has no 
information about urban or rural residence either, but we used the variable “TownNO“ 
and coded all people not living in one of the coded towns as being rural. The published 
data of the 1801 census1 yields an urban population of 10.0 percent and therefore our 
solution seems very close to this figure (Table 1A). The lower proportion of the urban 
population in our selection can be attributed to some smaller cities included in rural 
municipalities (ladestad), but not captured in the list of cities in the variable “TownNO” 
(https://www.nappdata.org/napp-action/variables/TOWNNO#codes_section)2. 

England, Wales, and the Islands in the British Seas in 1851 have a high proportion of 
the population living in places of unknown urban/rural status and only few or no people 
in urban places (see Table 1A). We have therefore decided to treat these people as urban 
and excluded them from the rural analysis. In Scotland only the 1881 census has the 
information about urban/rural status and therefore this census has been used instead 
of the 1851 census as for the other British regions3. We have used the 1851 census for 
England and Wales because this is the oldest available census for these countries with an 
early industrialisation despite creating a time lag to Scotland of 30 years.

1 Statistisk Sentralbyrå, ed., Folketeljinga 1801 ny bearbeiding (Norges Offisielle Statistikk B 134). Oslo 1980, pp. 56f.
2 A second possibility would be to use the 3rd digit of the variable “MunicNO” which identifies urban municipalities, but the 

urban population would then be 11.4 percent and therefore less similar to the published data.
3 There are no unknown cases in this Scottish census.

Table A1
Percentages of the urban and rural population in the NAPP data

NAPP dataset Rural Urban Unknown Definition of urban

Iceland 1703 100.0 – – n.a.

Denmark 1787 79.2 20.6 0.2 Copenhagen and royal boroughs (Købstad)

Norway 1801 90.4 9.6 – Coded as one of the towns in variable TownNO

Sweden 1880 84.3 15.7 – Parish as classified as part of a city

England 1851 72.6 8.7 18.8
Parish with a population density of more than  

75 persons per acre

Wales 1851 84.4 – 15.6
Parish with a population density of more than  

75 persons per acre

Islands 1851 – – 100.0
Parish with a population density of more than  

75 persons per acre

Scotland 1881 89.4 10.6 –
Parish with a population density of more than  

75 persons per acre

Source: Minnesota Population Center. North Atlantic Population Project: Complete Count Microdata. Version 
2.3 [Machine-readable database]. Minneapolis: Minnesota Population Center, 2016.

https://www.nappdata.org/napp-action/variables/TOWNNO#codes_section
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Because our definition of “rural” is predetermined by the structure of the data and not 
based on the occupational structure of the resident population, it makes it impossible 
to ascertain if all individuals in rural places such defined would have been engaged in 
the primary sector (although in the majority of Mosaic data this is more than likely to 
be the case). However, except for some few small urban places in Norway which are 
not distinguished from rural ones in the data, and some urban places in England, Wales 
and Scotland with particularly low population density, none of the rural regions derived 
according to the rules above would contain people living in towns or other urban centres.

A2. SYSTEMATIC BIAS IN SMALLER REGIONAL GROUPINGS

Can 58 regions from our database with smaller number of households (N<1,000) be 
systematically biased with regards to the values of our focal variables (household 
formation markers)? 

Figure A2_1_4
Dispersion of the values of the four household formation markers employed in the analysis (NAPP and 
Mosaic data combined) 
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Figures A2_1_4 show that in general our N<1000 hh regions are distributed across 
all parts of the respective data distribution, and there is no clear evidence that most 
outlying cases are clustered among these particular regions. The fact that for SMAM and 
nuclear families some smaller regions are leaning towards minimal values does not seem 
to be a function of their size, but rather of their actual familial specificity, since these are 
mostly Eastern and Southeastern European populations with low age at marriage and 
low proportion of simple family households.

Figure A2_1_4 (continued)
Dispersion of the values of the four household formation markers employed in the analysis (NAPP and 
Mosaic data combined) 
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 A3. ASSESSING “DEMOGRAPHICALLY TRADITIONAL” FEATURES  
OF THE REGIONAL POPULATIONS

Figure A3_1
Distribution of 256 regional populations by their respective shares of population below 20 years of age

Figure A3_2
Distribution of 256 regional populations by their respective of population below 20 years of age, by broad 
geographic groupings

Notes: Seven bigger territorial groupings followed major institutional and socioeconomic distinctions 
across historic Europe. “Great Britain”: England, Wales, and Scotland; “Scandinavia”: Danish, Swedish, 
and Norwegian data, as well as Iceland; “Germany”: German-dominated areas other than the Habsburg 
territories; “West”: areas west and south-west of Germany; “Habsburg”: Austrian, Hungarian, Croatian, 
as well as Slovakian data; “East”: east-central and eastern Europe, including the former Polish-Lithuanian 
Commonwealth and Russia; “Balkans”: areas south and/or east of Croatia and Hungary.
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In order to assess whether particular populations as captured in the censuses stored 
in our database precede the onset of a monotonic fertility decline, our regional data were 
matched (by means of a spatial joint) to the corresponding province-level estimates of 
the onset of the fertility decline derived from the European Princeton Fertility Project’s 
capstone volume (Coale and Watkins 1986; for territories not covered by the Princeton 
data - such as Turkey, Albania, or Siberia - we used indicators derived from other existing 
literature, e.g. Falkingham and Gjonca 2001 or Coale et al. 1979, on Asiatic Russia). A 
dummy variable for each of the regional populations in our dataset was then created 
indicating whether given population at its specific census time belonged to a province 
which already experienced/or not the onset of monotonic fertility decline (following 
Coale’ definition of the fall of the fertility as measured by his Ig below 90 percent of a 
previous plateau).     

We were able to approximate that 240 out of 256 rural regions used in the analysis 
could be safely considered as including populations which did not yet experience fertility 
declines. Except for three out of four regions of France, which has been the forerunner 
of the European fertility decline, the 16 regions not conforming with this characteristic 
include populations widely scattered amongst the dominant “pre-transitional” 
populations4, and as such cannot change the overall picture here suggested. 

A4. DEFINING THE SERVICE HOUSEHOLD FORMATION MARKER

Although Hajnal’s household formation rules (1982, 452) were presented as applying to 
both sexes, presenting the results of the geographically weighted analyses including 
service variables for both men and women would be burdensome. Since we are dealing 
with six pairs of bivariate correlations (each assessed locally), redoing the analysis 
with the service variable for both men and women would double the number of local 
correlations to be computed (from 1536 to 3072). Although technically this is not a 
problem, presenting results obtained in this way would be very difficult, as the number 
of maps would also double (from six pairs to twelve pairs).

Furthermore, it would also be counterproductive, since our measures of male and 
female premarital female service are strongly (and significantly) correlated with each 
other (Spearman’s rho= 0.846; Fig. A4_1 below). The regional incidence of premarital 
male service predicts 70 percent of the variation in the female variable, and both 
variables nearly equally predict the overall percentage of the servant population in 
a region (R2=0.70). Given this covariation patterns it might be argued that male and 
female variables could be used interchangeably. 

4 Southwest France 1831, Sweden/Gotland 1880, France/Northeast 1846, Upper Austria 1910, France/Northwest 1846, Austria/
Tyrol 1910, Sweden/Uppsala region 1880, Catalonia rural 1880-1890, Sweden/Västmanland 1880, Sweden/Stockholm region 1880, 
Hungary/Southern Transdanubia 1869, Austria/Styria 1910, Bulgaria/Rhodope region 1877-1947, Scotland/Roxburghshire 1881, 
Scotland/Berwickshire 1881, Scotland/Selkirk 1881.



42

However, since Hajnal was interested in agricultural related farm service in rural areas 
(1982, 470, 473), male population seems to better reflect this phenomenon than the 
female one represented in our database mostly by domestic labourers. To focus on female 
service would be questionable since Hajnal defined his servants as those individuals who 

“were in the main not servants in the now customary meaning of the term, that is, people 
ministering to the personal comforts of the more prosperous section of the population”, 
but who “participated in the productive tasks-mainly in farming or craft activities-of 
the households in which they lived. (…) Most servants were not primarily engaged in 
domestic tasks, but were part of the work force of their master's farm or craft enterprise” 
(1982, 470, 473). 

Meanwhile, in the overwhelming majority of the Mosaic listings, a strict distinction 
between farm servants and domestic servants is impossible, as most men and women 
are generally called “servants”. The situation with the majority of NAPP censuses 
is similar: in the censuses of Iceland (1703), Denmark (1787) and Norway (1801) the 
absolute majority of men and women categorized as “servants” by the relationship to 
household head code provided by NAPP, either have no occupation title provided, or 
were just called “servants”. The situation in the British censuses from the NAPP used in 
this paper was somewhat different, as in addition to standard coding of servants based 
on the relationship to head of household variable provided by the NAPP5, it was possible 
to partly rely on the OCCHISCO occupational coding scheme, and hence to provide a 
more nuanced description of (some) servants. Had we done this, we would find that 
for England and Wales in 1851 roughly 90 percent of female servants were categorized 
as “house servants” (an equivalent of the “domestic service”), and 91 percent of male 
servants were farm servants without specialization (the situation in the Scottish census 
of 1881 was generally similar). In other words, these female servants would barely fit 
Hajnal’s 1982 definition of service.

5 See: https://www.nappdata.org/napp-action/variables/SERVANTS#description_section, and https://www.nappdata.org/
napp-action/variables/RELATE#codes_section

Figure A4_1
Correlation between male and female premarital service variables across combined NAPP/Mosaic data 
(256 rural regions)

https://www.nappdata.org/napp-action/variables/SERVANTS#description_section
https://www.nappdata.org/napp-action/variables/RELATE#codes_section
https://www.nappdata.org/napp-action/variables/RELATE#codes_section
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Thus, in all likelihood, the male service variable serves better in this regard. In 
occupational terms - available, however, for only a part of our datafiles, the absolute 
majority of these men were just called “servants”, or were denoted as farm workers and 
agricultural labourers (see Table A4_1 below), so this variable is by all means closer to 
what Hajnal had in mind.

Still, the male service variable may be problematic for other reasons. According to the 
general wisdom (esp. Kussmaul 1981), male service was already in decline, if not extinct, 
in Britain of 1851 (Kussmaul’s argument), so by focusing on males only we may still be 
far away from properly capturing the institution that Hajnal had in mind6. The extent 
of the demise of agricultural service during the nineteenth-century remain, however, a 
matter of dispute. Kussmaul’s contention about the near extinction of the male farm-
service before 1851 has been challenged by a more recent literature which suggested the 
continued centrality of service to the rural economy in various parts of England, Wales 
and Scotland well into the late nineteenth-century (see review in Verdon 2002, 78-83). 
This literature is, however, still inconclusive.

Also, while the superiority of the male service variable is clear, possibilities of using 
the female service variable cannot be entirely rejected. Even if the majority of female 
servants were “domestic servants”, it could be argued that since we are dealing with 
the rural datafile, they were unlikely to represent primarily the people “ministering to 
the personal comforts of the more prosperous section of the population”, but rather 
people participating in various “productivity” or “consumption” tasks that Hajnal used 
to define servants. This view is supported by increasing recognition that differences 
between female domestic and agricultural servants were blurred and in many instances 
may be difficult if not impossible to establish, as some individuals probably came into 
both categories, with many female servants in husbandry also undertaking domestic 
work in the house, and domestic servants also performing “productive” work on the farm 
and in the dairy (Higgs 1995, 707; Holland 2017, 190 ff.; Gritt 2002, 87; esp. Verdon 2002, 
81-83; also Snell 1985, 283) .7

6 Unlike the male service, female service was much less responsive to changes associated with the transition period to 
capitalist/industrial economy, and the Demand for female domestic servants remained high throughout the nineteenth-century 
(Cooper 2004, 287).

7 According to Holland (2017, 190), “there was a considerable overlap in the work undertaken by farm servants and domestic 
servants, especially on small farms, which mean that farm-work was not always distinguished from domestic duties” (190 ff). According 
to Wall (2004, 25), “there was a nebulous border between “productive” work and domestic tasks”. Verdon (2002, 83) argued that 

“an indiscriminate mixing of tasks in the house and on the farm was the norm for servants on many farms into the twentieth century 
[England]”. John Rickman, an English governmental statistician, expressed this problem succinctly when he wrote in 1831: ‘In some 
instances a doubt is expressed, whether a Female hired by an Occupier of land, and resident in his family is to be deemed a Household 
Servant, or an Agricultural Servant. Certainly she is also a Household Servant, and to be reckoned as such” (q. in Gritt 2002, 87).

Table A4_1
Occupational coding of servants in the NAPP data (relate codes 1211 thru 1218/England and Wales codes 
5200 and 5210): only rural areas, men

N Servants
House 

servants
Peronal 
servants

Military
Farm  

workers

No 
occupation/

unknown

Iceland 1703 4,209 93.0 0.0 0.1 0.0 0.0 0.2

Denmark 1787 67,224 0.0 4.4 0.1 10.7 1.8 75.8

Norway 1801 37,659 5.3 0.0 0.0 11.8 0.1 80.7

Sweden 1880 102,939 0.5 0.0 0.0 0.0 99.5 0.0

England 1851 25,435 0.3 15.7 0.1 0.1 43.2 4.6

Wales and Islands 1851 35,792 0.3 10.9 0.1 0.0 59.5 5.5

Scotland 1881 45,488 0.5 7.2 0.0 0.0 62.9 0.9
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A5. ILLUSTRATION OF THE WEIGHTING MATRICES USED  
IN THE ANALYSIS

 

Figure A5_1
The distribution of weights as a function of distance in local GWrho models for Moscow area and Oxford 
county by type of the kernel density functions
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